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Corner Transfer Matrices of the Chiral Potts Model. 
II. The Triangular Lattice 
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We consider a two-dimensional edge-interaction model satisfying the star- 
triangle relations. For the triangular lattice, the corner transfer matrices are 
functions of three rapidities: we show that they possess various factorization 
properties and satisfy certain equations. We indicate how these equations can be 
solved for the Ising model. We then consider the three-state chiral Potts model 
and obtain low-temperature solutions to the equations. The conjectured formula 
for the order parameter (the spontaneous magnetization) is verified to one more 
order in a series expansion. 
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corner transfer matrices. 

1. INTRODUCTION 

The "chiral Potts" model continues to be the subject of much study in two- 
dimensional lattice statistical mechanics. It was first formulated as a one- 
plus-one dimensional integrable system(l'3); then in 1987 Au-Yang, McCoy, 
and Perk began the search for the corresponding two-dimensional lattice 
model, having an N-state spin at each site and satisfying the star-triangle 
of "Yang-Baxter" relations. They found the N =  3 solution (4'5) and the 
self-dual N = 4, 5 solutions. (6"7) 

In 1988, the general-N solution was found by Baxter, Perk, and 
Au-Yang (the solution is stated in ref. 8, the proof is partly given in the 
Appendix of ref. 9 and completed in ref. 10). When N = 2 it reduces to the 
Ising model, while if one approaches criticality in an appropriate manner 
it becomes the Fateev-Zamolodchikov model, m> 
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536 B a x t e r  

As with any "Z-invariant" model (i.e., one that satisfies the star- 
triangle relations), each site can be regarded as lying at the intersection of 
two rapidity lines. The Boltzmann weights w of that site are functions of 
the corresponding two rapidities p and q. All previous Z-invariant models 
had the "difference" property that p and q could be chosen so that the w 
depend on them only via their difference, i.e., w = Wpq = w(p  - q). However, 
the chiral Potts model is remarkable in that it does not have this difference 
property. 

Another (related) distinction is that for the earlier models varying a 
rapidity causes the Boltzmann weights to trace out an algebraic curve of 
genus .0 or 1. They can therefore be parametrized by a uniformizing 
substitution as single-valued functions of One complex variable; indeed this 
substitution is precisely the one that manifests the difference property. For 
the chiral Potts model the genus is higher than one and there is no such 
simple substitution. 

Because the model is Z-invariant, we expect it to be solvable, in the 
sense that the bulk free energy, correlation length (or mass gap), interracial 
tension, and single-spin order parameters (the analogs of the Ising model 
spontaneous magnetization) should be exactly calculable. Unfortunately, 
the absence of the difference property and of a one-variable uniformizing 
substitution makes it difficult to adapt the previous methods employed for 
the Ising, six-vertex, and eight-vertex models. (12~ Even so, the free energy 
was obtained (albeit in a rather complicated form) in 1988. ~ 

Equations have been obtained for the eigenvalues of the usual row-to- 
row transfer matrix. "4-2~ They have been solved to obtain an alternative 
expression for the free energy. (2m2) It should be possible to also use them 
to obtain the correlation length and interracial tension. Numerical studies 
have been made for small lattices. (23"24) 

The equations simplify dramatically in the "superintegrable" case. 
[With the notation of (2.81), this arises when the vertical rapidities alter- 
nately take the values p and p', where ap,, bp,, Cp,, dp, = bp, ap, dp, Cp. 
A specialization of this occurs when the system is homogeneous and 
ap = bp, cp = dp.] This case has been much studied and the correlation 
length and interfacial tension evaluated. (25'26~ (Intriguingly, it turns that 
there is a related Hamiltonian, wioth fixed spin boundary conditions, 
which has a simple direct-sum eigenvalue spectrumJ 27'28)) 

From the point of view of statistical mechanics the superintegrable 
case is unphysical in that the Boltzmann weights are not positive or even 
real. However, the corresponding (1 + 1 )-dimensional integrable system has 
a Hermitian Hamiltonian: it exhibits level crossing (29-3~) and has been 
proposed as a model of high-To superconductivity. (32) 

The N-state chiral Potts model has also been extended t o a n  N n- 1_ 
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state model associated with the algebra Uq(sl(n)). (33) Very recently it has 
been noted that this can be regarded as a model on the three-dimensional 
simple cubic lattice consisting of n square lattice layers. (34) Further, 
this model is a generalization of the three-dimensional Zamolodchikov 
model, (35-37/ reducing to it when N =  2. 

An outstanding problem remains the calculation of the single-site 
order parameters. For previous models, such as the eight-vertex 
model, these have been calculated using corner transfer matrices 
( C T M s ) .  (39'40'12'4a) These can be defined for any planar model. Here we 
consider the trangular lattice (since in some ways this most fuly exhibits 
the interrelations of the rapidity dependences coming from the star-triangle 
relation), extending our previous discussion for the square lattice. (38~ In 
Section 2 we define the CTMs A1,..., A 6 and related matrices F1 ,..., F 6. They 
satisfy Eqs. (2.3)-(2.4), which define them to within irrelevant scale and 
similarity transformations. Particularly important is the matrix M of 
eigenvalues of the product Aa---A6, defined by 

A 1 . . . A 6 = B - 1 M B  (1.1) 

where M is diagonal and B is invertible. The order parameters can be 
expressed in terms of M, as is done in (2.13). 

We then go on to show that for a Z-invariant model the CTMs are 
functions of three rapidities p, q, r and possess the factorization properties 
(2.36), (2.47). They satisfy Eqs. (2.43)-(2.45), or equivalently (2.52), (2.53). 

For  the eight-vertex and other previous models, we can also these 
equations exactly for the diagonalized forms of A1 ..... A 6 and M, and hence 
obtain the order parameter. In Section 3 we indicate how to do this for 
the N =  2 Ising case of the chiral Potts model. A vital ingredient is the 
difference property: together with the factorization property it ensures that 
AI,...  , A 6 are basically exponential functions of the rapidities, or more 
precisely that (2.36) implies (3.24) and (3.25). 

For  N>~ 3 we do not have the difference property. The model is still 
integrable, so we still expect the order parameter to be exactly calculable. 
In fact there is an intriguingly simple conjecture for the order parameter: 
if a is the spin at a central site, taking the values 0,..., N - 1 ,  then for 
O<~j<~N 

( 0  ja) = (1 -- k'2) j(lv-j)/2N: (1.2) 

[Eq. (3.13) of ref. 2, Eq. (1.20) of ref. 15, Eq. (15) of ref. 42, fl and 2 therein 
being the k' of this paper; the system is to be ferromagnetically ordered, 
which implies 0 < k' < 1 ]. For N = 3 this conjecture was verified by Howes 
et aL (2) to order k '13. 
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Can we prove this? In Section 4 we consider in some detail the N =  3 
case, using the hyperelliptic parametrization (43) with nome x given by (4.1). 
We develop leading-order solutions of the CTM equations at low tem- 
peratures, then extending them to next and higher orders in the variable x, 
which is of order k '2. We particularly consider the eigenvalues of M, 
calculating them to order up to but not including x s. (Because we 
considered the triangular lattice, our expansions were in powers of x ~/3, so 
we actually worked with series to order X 23/3. Only the first 17 eigenvalues 
contribute to this order.) 

The results for M are given in (4.61) and (4.62). They agree with the 
conjecture (1.2) and extend the verification one more order, from x 6 to x 7 
(strictly, from x ~3/2 to x23/3). Unlike the previously solved cases, the eigen- 
values of M are n o t  just simple powers of some common variable x, and 
at this stage it is not  clear (at least to the author) how to proceed. The 
hope is that these results will provide a testing ground for an analytic 
investigation of the equations, and that ultimately a derivation of (1.2) will 
materialize, along with an understanding of the CTMs of the chiral Ports 
model. 

2. TRIANGULAR LATTICE CTMs 

2.1. Basic Definitions and Equations 

For the triangular lattice, the CTM equations for an isotropic and 
reflection-symmetric model were written down by Baxter and TsangJ '~) 
The chiral Potts model is by definition reflection asymmetric, and contains 
no isotropic case, so here we have to extend the equations to anisotrspic 
and asymmetric models. This is straightforward, if a little cumbersome. 

Consider a triangular lattice s of finite extent. On each site i place a 
"spin" at with values 0, 1,..., N -  1. With each left-pointing triangle (i, j, k) 
associate a Boltzmann weight t'21(a~, trj, ak), and with each right-pointing 
triangle a weight ff24(Gi, O'j, O'k) , as in Fig. 1. Then the partition function is 

Z =  2 1-I ~~l(ff i, (YJ, Gk) I-I ~c~4(Gi, (TJ , ff k) ( 2 . 1 )  
o.1, o-2 ,... 

where the first (second) product is over all left-point (right-pointing) 
trianghes (i, j, k), and the sum is over all configurations of all the spins. 

Now consider the lattice segments of r rows shown in Fig. 2. Let 2 
denote all the spins on the lower edge, including the spin a at the left; 
similarly, let ~t denote all the upper spins, including b. Let n(z) be the 
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f2 (a,b,c) 
1 

b 

WS~ ~ W ]  

~4(a,b,e) 
Fig. 1. The triangle weights. 

partition function of segment 2(a), summed over all interior spins; and 
let F/21) be the corresponding partition function for segment 2(b). --2# 

We can regard a as a function E of 2 (the end spin of the set), so that 
a =E(2). Note that on 2(a) the leftmost spins a and b in ~. and # are 
necessarily the same: we extend the definition of ~(2) be defining it to be 
zero if a # b, i.e., if E(2) ~ E(#). 

Now let A2 be the matrix with element A ~  ) in position (2, #); similarly 
for F2. Define A 3 ..... A6, A 1 and F3 ..... F6, F~ similarly for the other 
segments obtained by rotation. 

For any matrix M with elements Mx~, we define an associated matrix 
M* with elements 

(M'h, , ,  = M~u if E(2) = E(#) 
(2.2) 

= 0 if E(2) # E(V) 

This means that M* is a block-diagonal matrix (at least after a rearrange- 
ment of the rows and colums), there being N blocks, each correponding to 
a particular value of the end spin a = E ( 2 ) = E ( / , ) .  From now on, when 
we say that any matrix L is "block-diagonal," we mean tha t  it has this 

Fig. 2. Lattice segments corresponding to A 2 and Fz; the spins on the right-hand boundary 
are fixed to be zero. 
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structure, i.e., L*=L.  By its "diagonal block a" we mean the set of 
elements (2,/~) such that E(2) = E(/z) = a. 

In particular, the matrices Ai are block-diagonal: A* = Ai. Hence, for 
instance, if N =  3, we can arrange the rows and columns so that 

0 

 ;/00 
0 AI 2~ 

where AI a) is the diagonal block a of A,-, represented in Fig. 2a. We shall 
sometimes write this simply as AT. 

With these definitions, consider the (2,/~) elements of the matrix 
products (F1AEA3F4)* and A1A2A3A 4. They are the partition functions of 
the lattices shown in Fig. 3, with the same external spins (2 and/~ on the 
left-hand edges). (Matrix multiplication is equivalent to summing over the 
spins on the filled circles.) Using translation invariance, these lattices have 
the same external spins on the left-hand edges, and differ only in the 
position of the top right boundary. In the limit of r large, we expect 
this boundary difference to contribute only a scalar factor ~i that is 
independent of 2 and #. Hence we obtain the matrix equation 

(~A2A3F4)*=~IAIA2A3A4 (2.3) 

Similarly, considering the lattices in Fig. 4, we obtain the equation 

(6) (~) ( 2 ) _  A F A  ~121(a,c,b)F;.~A~,F~'~,-rh( 6 1 2);.~ 
vv'  

(2.4) 

where a = E(2), b = E(/~), c = E(v) = E(v'). 
Define other (rotated) triangular weight functions 122,123,125,126 by 

12i(a, b, c)=12i_2(c, a, b )=12i+6(a, b, c) (2.5) 

Fig. 3. The lattice segments (FIA2A3F4)~, and (AIA2A3A4)~,. 
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Fig. 4. The lattice segments of the LHS of (2.4) and (A6FxA2)a ". 

Then five other equations can be obtained from each of (2.3) and (2.4) by 
cyclically permuting the indices 1 ..... 6, which is equivalent to rotating the 
lattice. 

Let 

Z (~ = Trace A1 ' "  A6 

Z~I)= Trace F I A 2 A 3 F 4 A s A  6 (2.6) 

Z~ 2)= ~ g21(a, b, c~A(5)F(6)A~ (4) 
i 22" 2',u # , u ' - - , u ' v  vv" - - v ' ) ,  22'uF'vv' 

These are partition functions of lattices that have been "sliced" like a cake 
into six or seven pieces, as indicated in Fig. 5. Define Z(21) ..... Z~ z) similarly, 
by cyclicaly permuting the indices 
symmetries 

=zL3, 

and from Eqs. (2.3), (2.4) 

r = Zp~/Z~~ 

1,..., 6. Then we have the totational 

Z~ = Z~+ 2, Vi (2.7) 

qi = Z~2)/Z~ '~ (2.8) 

Let JV be the number of sites in one of these lattices, with partition 
function Z. Then in the large-size limit we expect there to  be a "partition 
function per site" x such that Z =  BK ~ ,  where the boundary factor B itself 

A ~ .  ~ F4~A 2 ~ P4 c ~  

A6 I F, -I AI"~" 

(a) (b) (c) 

Fig. 5. The lattices with partition functions given by (2.6). 
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factors into contributions from the various parts of the boundary. It 
follows that 

t(, = 7 ( ~  (2.9) 
~ 1  ~ 2  / L ~ 2  / L ~ I  ~ 3  x '~5 J 

In fact, if we regard the matrices At, Fi as arbitrary and choose them 
so as to maximize (2.9), then we obtain Eqs. (2.3) and (2.4). Thus, at least 
in this sense, the equations are derivable from a variational principle and 
are the extension to the triangular lattice of the equations for the square 
latticeJ 39) (They can probably also be obtained from the variational 
principle for maximum eigenvalue of the usual row-to-row transfer matrix, 
as was originally done for the square lattice monomer- r imer  problem. (45) 
Using (2.8), we see that 

x = rli + l rli+ 2 /~  = qi+ 1 rh+ z/r 3 (2.10) 

To obtain an averaged single-site property,  such as the magnetization, 
define a diagonal matrix S with elements 

/ 

S~.~, = s(a)  if 2 = # 
(2.11) 

= 0  if 2~/~  

where s is an arbitrary function and a = E(2). Then for the center spin a in 
Fig. 5a, the average of s(a) is 

Trace S A 1 "'" A6 
( s ( a ) )  = (2.12) 

Trace A 1 -.- A6 

The matrix M is defined by (1.1) to be the diagonalized form of 
Aj ..... Ar. Since A~ . . . . .  A 6 are block-diagonal matrices, so are P and M. 
They all commute with S, so (2.12) can equivalently be written as 

Trace S M 
( s ( a ) )  = (2.13) 

Trace M 

2.2. Truncated Matr ices and Their  Solut ion 

Equations (2.3) and (2.4) are true only if the matrices are infinite 
dimensional. However, if we regard them as derived from the requirement 
that (2.9) be maximized, then we can take the A;, Fi all to be finite-dimen- 
sional n by n matrices. This will not give the true value of x, but  will give 
a good self-consistent approximation to it. In fact, we know (46'47'4~ [see 
Eq. (14.1.17) of ref. 12] that small values of n can give x correctly to quite 
a large number of terms in a series expansion. 
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Equations (2.3) and (2.4) are unchanged by the transformation 
A ~ L T ~ , A s L s ,  Fi~LT_J~F~Ls, provided each Li is block-diagonal and 
L i + 6 = L i  . We can use this to ensure that AI, . . . ,A 6 are all diagonal, and 
this is usually a convenient basis in which to work. Then the indices 2,/~, 
v can no longer be identified as spin sets: they are simply row and column 
indices, usually taking the values 1,..., n. However, because of the block- 
diagonal property of the As and Li, there is still a function E(2) that takes 
the values 0,..., N -  1 and can be thought of as the "end spin" associated 
with row (or column) 2. Let M~ be the size of the block for which E(2) = a. 
Then n = mo + .. .  + rn N_ ~ . 

The technique for solving the equations is similar to that for the 
square lattice/39'4~ For c=0,..., N - 1 ,  let U~ be the n by n matrix with 
elements 

c Q ,q~(i) (U;);.u= s+l(a, b,,.j-).u (2.14) 

where a = E(2) and b = E(/~) and indices i are to be interpreted modulo 6, 
so s (21. Also, let P~ be the n by m b matrix whose columns are the 
columns p of As_ ,FiA~+~ for which E(/~)= b. Thus, to within a reordering 
of the columns, 

= ( p , ,  p~ ..... p / U - , )  (2 .15)  A i _ l F i A i + l  o 1 

Similarly, let Q~ be the ma by n matrix whose rows are the rows 2 of 
A i_ 1FiAi+l for which E(2)= a. Then, to within a reordering of the rows, 

A~_IFs Ae+~ = I Q~ (2.16) 
. . .  

\Q/U-' 

and (2.4) and its rotated analogs can be written as 

b b Ui-  1 Pi+1 = ?]ipbi[Ai+ 2] b ( 2 . 1 7 )  

or alternatively as 

a r A l ~ t ~  (2 .18)  Q i - l U i + l = ~ i L  i -2J  ~ i  

where [A,.] ~ is the ma black a of the block-diagonal matrix A;. Equa- 
tion (2.4) gives 

m a 
QaPT+3=~I[Ai_~  ,--..As+4] (2.19) 



544 Baxter 

Suppose the system is in a feromagnetically ordered phase in which 
the ground state has all spins equal to zero. Normalize the weights so that 
121(0, 0, 0 ) =  l. Then the smallest truncation is to take m = r n 0 = l ,  
ml . . . . .  m N _ l = 0 ,  SO that the A;, Fi, U ~ po, Q0 are one-by-one 
matrices, which can all be chosen to be unity. Then 4;= r/i= 1. 

Given an initial guess at the matrices F~,...,F6, the following iterative 
procedure appears to converge [at least at sufficiently low temperatures, 
i.e. when the t'2,.(a, b, c) other than (2e(0, 0, 0) are sufficiently small]. 

(i) Calculate the U c from (2.14). 

(ii) Solve (2.17) for the pb and r/~A b. This can be done column by 
column and is equivalent to diagonalizing the matrix product U b--- U6 b. 
The eigenvalues are the diagonal elements of t / l - . - r / 6 A i  b - - -A~,  and it is 
convenient to arrange them in numerically decreasing order. Thus the 
largest is in row and column 1. 

The columns of the P~ are eigenvectors of this diagonalization 
problem, and the diagonal elements of t/iA b are corresponding eigenvalues. 
The t 5 can be fixed by requiring (Ai)H = 1 and one is free to choose a 
convenient normalization of each column of each matrix pb. The elements 
of the diagonal matrices A~ are then determined. 

Taking b = 0 ..... N -  1, there are altogether n N  eigenvalues: one se l ec t s  

the n of these (mo from b = 0,..., m N -  1 from b = N -  1) that correspond 
to the initial guess. To maximize (2.9), it seems these should be the n 
numerically largest eigenvalues of U b--- U6 b. 

(iii) Similarly, solve (2.18) for the relevant rows of the QT: the rows 
�9 are the associated left eigenvectors of the diagonalization problem in (ii), 
and their normalization is fixed by the orthonormality condition (2.19). 
One can choose ~i  = 1, or else choose it to ensure (Fi)l l  = 1. 

(iv) Arrange the columns on the RHS of (2.15) to correspond to 
those on the LHS; similarly for the rows in (2.16). Calculate the elements 
of F~ from either of these equations. The choice can be significant: provided 
the eigenvalues of U b.-- U6 b are arranged in numerically decreasing order, 
it seems that the upper right elements should be calculated from (2.15), the 
lower left from (2.16) (and the diagonal elements from either). 

Now one repeats this procedure until it has sufficiently converged. 
This procedure also gives the clue how for to go from an n by n 

truncation to a larger one: one simply keeps more than n of the eigenvalues 
and associated eigenvectors in stages (ii) and (iii). The best choice seems to 
be to keep those corresponding to the next largest eigenvalue of U~--- U6 ~ 
(or set of such eigenvalues if there are more than one of the same order of 
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magnitude). If one keeps n' eigenvalues, where n' > n, then at stage (iv), Fi 
is calculated to be an n' by n' matrix, but the bottom right n ' - n  by n ' - n  
block is undetermined and is taken to be zero. For instance, for n = 3 and 
n ' = 5 ,  

I uuui) u u u 

Fi= d d u u  

d d O  

(2.20) 

where the term denoted u are calculated from (2.15) and those denoted d 
from (2.16). One has to perform one more iteration to calculate the four 
lower right elements. [They can also be obtained from (2.4), solving for 
these elements on the RHS.-] 

This procedure is carried out explicitly in Appendix B for the 
three-state chiral Potts model, to leading order in a low-temperature 
perturbation expansion. 

Apart from the scalar normalization factor t/a-..t/6, the diagonal 
elements of the matrix product Aa- . .A 6 a r e  eigenvalues of U~-.. U;,  for 
c = 0,..., N -  1. That this is so is not surprising, for from Fig. 6, U; is itself 
a corner transfer matrix, but of larger dimensionality than Ai. Ultimately 
we are interested in the limit n ~ 0% when the matrices are infinite 
dimensional and the equations give rc and ( s ( a ) )  exactly. Then U; is the 
same as the diagonal block c of Ai, to within scalar normalization and a 
transformation A i ~ L ~__I~ A iL~. 

Equations (2.4) simplify slightly if the model has only two-spin 
interactions between adjacent spins. Let w~(al, crfl ..... w6(ai, ap) be the 
Boltzmann weights of the edges 1, ..., 6, as shows in Figs. 1 and 7. Then 
(sharing the edge weights between adjacent triangles) 

wi(a, b)=  wi+ 3(b, a), i =  1, 2, 3 (2.21) 

f 2 i ( a , b , c ) = [ w i _ l ( a , b ) W i + l ( b , c ) w i + 3 ( c , a ) ]  1/2 (2.22) 

Fig. 6. The lattice segment corresponding to (U~,)au, as defined by (2.13). 

822/70/3-4-3 
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F i g .  7. 

C c 

a v ~  d~v" w~ 

b b 

b : b : 

....... i = ~ . . .  . - ,  . �9 - , "  . .  W 5  ; ,  - 

. - " "  r p ' "  

P e - ' r r 

G r a p h i c a l  r e p r e s e n t a t i o n  o f  t he  s t a r - t r i a n g l e  r e l a t i o n  (2 .26) .  T h e  r a p i d i t i e s  p ,  q, r a r e  

a s s o c i a t e d  w i t h  t h e  d o t t e d  l ines .  

Define matrices G1,... , Gr, H1,...,H 6 by 

(Gi);.u = wi(a, h~- mF~i) - ,  --).u' (Hi).tu = wi(a, 1/2 (i) b) F]u (2.23) 

where a = E(2) and b = E(/t). Then the equations can be written 

(GiAi+lAi+zHi+3)*=(HiAi+~Ae+zGi+3)*=~iAiAi+lA~+2A~+3 (2.24) 

He- 1 A i H i +  1 = r l i A i -  1 G i A i +  1 (2.25) 

where i = 1,..., 6, all indices are to be interpreted modulo 6, and we have the 
auxiliary condition 

(Hi);,~, = wi(a , b )( G~),lu (2.26) 
\ 

with a = E(2), b = E(#). 

2.3. Z-Invariance Properties 

The above remarks apply to any triangular lattice edge-interaction 
model (and generalize trivially to any "interaction-round-a-triangle" 
model). Now let us consider models that satisfy the star-triangle relation 
shown in Fig. 7, i.e., there exist edge weight functions v~(a, b), v3(a, b), and 
vs(a, b) and coefficients C and C such that  

vs(d, a) vl(d, b) v3(d, c) = Cw2(b, c) w4(c, a) w6(a, b) 
d 

vs(a, d) vx(b, d) v3(c, d) = Cws(b, c) wl(c, a) w3(a, b) 
d 

(2.27) 
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Then the triangular lattice model is equivalent to a model on the 
honeycomb lattice, with edge interaction functions vl, v3, vs. Further, all 
the nontrivial solutions that have been found (including the Ising and 
chiral Potts models) contain three arbitrary variables ("rapidities") such 
that wl, w4, v~ depend on q and r, but not on p. Similarly, wz, ws, v2 
depend on r and p, but not on q; w3, w6, v3 depend on p and q, but not 
on r. In fact there exist two generic functions Wp, q(a, b) and ff'p.q(a, b) and 
a mapping R of p (p ~ Rp) such that 

gZp, q(a, b)= Wq, Rp(a, b), 

wl(a, b)= Wq,(a, b), 

w6(a, b)= Wpq(a, b), 

v~(a, b)= Wp~(b, a), 

Wp.q(b, a) = gVq, Rp(a, b) (2.28) 

wz(a, b)= l~pr(a, b) 

vl(a, b)= Wqr(b, a) (2.29) 

v3(a , b ) =  [~'pq(a, b) 

Wqp(a, b) = 1/Wpq(a, b), ~ l~pq(a, c) Wqp(c, b) = Spq b(a, b) (2.30) 
c 

Wpp(a, b)= 1, l~pp(a, b)= fi(a, b) (2.31) 

where Spq is some function of p and q. 
The rapidities p, q, r are associated with the lines of the medial graph 

of the triangular lattice, which is a Kagom6 lattice (Fig. 7 here; Fig. 12.10 
of ref. 12). In general the rapidities can differ from line to line. 

Exhibit the dependence of the matrices A; and F~ on p, q, and r and 
consider an element of the matrix product A~(p, q, r) A 2(P, q, r') A 3(P', q, r'). 
This is the partition function of a lattice lying in the right half-plane, with 
vertical rapidity q and other permitted rapidities p, p', r, r'. The spin values 
on the left-hand vertical edge depend on the element selected, and the 
ratio of two such elements is the ratio of the corresponding edge-spin 
correlations. The star-triangle relations (2.27) ensure that the model is 
"Z-invariant, "~48) which means that in the thermodynamic limit spin 
correlations depend only on the rapidities lying between the particular 
spins under consideration. The elements of the matrix product are therefore 
independent of q, so 

AI(p, q, r) Az(p, q, r') A3(p', q, r') = independent of q (2.32) 

[to within scalar factors that be removed by choosing an appropriate 
normalization: Eqs. (2.24)-(2.31) are independent of the normalization of 
the matrices Ai, Gi]. Fixing p' and r' and assuming that the matrices Ai are 
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invertible, it follows that there exist matrices Crp and Bpq, functions or r, p 
and p, q, respectively, such that 

Al(p,  q, r )=  C~pBpq (2.33) 

Rotating the lattice anticlockwise through 60 ~ is equivalent to 
replacing p, q, r by q, r, Rp, so 

Az(p, q, r) = CRp,qBqr (2.34) 

and similarly for A3,..., A6. Substituting these forms back into (2.32), we 
find that we can choose Bpq so that 

CRp, q = B;q 1 x (constant matrix) (2.35) 

When p = r ,  it follows from (2.30) that A z =  1 (the identity matrix), so the 
constant matrix in (2.35) is the identity and 

A 2 ( p , q , r ) -  -1 -- Bp, q Bqr , Bqp = Bpq (2.36) 

(If we perturb about  the case r = p, then to first order, Az = 1 + ~pq, where 
~pq is a generalization of the boost (49) operator ~p discussed in ref. 38.) 

More generally, if we define Po,..-, P7 as R- l r ,  p, q, r, Rp, Rq, Rr, RZp 
and write Bpq alternatively as B(p, q), then 

Ai(p,  q, r ) = B ( p i _ l ,  p ; ) - i  B(pg, p~+ ~) (2.37) 

for i = 1 ..... 6. Note that we have to modify the "modulo 6" convention for 
the rapidities: 

Pi+ 6 = R2pi 

(In fact, Pi§ = Rpi.) For  consistency, the matrix function Bpq must satisfy 
the periodicity condition 

B R2p, R2q = M B pq (2.38) 

where M is a constant matrix, independent of all rapidities. The matrices 
Bpq, M have the same block-diagonal structure as the corner transfer 
matrices Ai; in particular, M * =  M, and 

A1 "'" A6 = B-A I-Ir, pMBR-Ir, p (2.39) 

We can always multiply Bpq on the left by an invertible constant matrix so 
as to diagonalize M:  we then regain (1.1). We see that the M therein is the 
same as that defined by (2.38), and so is constant. 
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Similarly, the matrix product A1F2A3 is independent of q, from which 
it follows that there is a matrix function Fpr such that 

F2(p, q, r) = B~qlFprBqr (2.40) 

satisfying the periodicity condition 

FR2p.Rer = MFpr M -  1 (2.41) 

There are corresponding function apr , gpr for G2, H2, in particular, 

Hz(p, q, r)= BLIHprBq~ (2.42) 

Substituting these forms back into (2.24)-(2.26), we find that the 
matrices B cancel out, leaving 

( Gp~HRp, Rr)* = (Hp~G Rp, Rr)* = ~pr l  (2.43) 

H R-tr, qHq, Rq = ~ pqr G pr (2.44) 

(Hpr),~ = Wpr(a, b)(Gpr),~, u = (VV'pr(a, b))m(Fpr);.u (2 .45)  

where ~z = ~p~ and r/2 = rlpqr. Since we have taken the thermodynamic limit 
of a large lattice, the matrices Bpq, Fp, Gp, Hp~ are infinite dimensional 
and one has to be careful to use these equations only for values of p, q, r 
for which the matrix products exist and are associative. It appears that this 
is true when the Boltzmann weights wl,...,v5 are positive and real. In terms 
of the variable up defined below, this means that Up, uq, u~ are real and 

Up < Uq < u~ < URp (2.46) 

(if up < uq, then URp < URq). The equations can be analytically continued 
away from this physical regime, but how far one can do this has to be 
determined in any particular case. 

2.4. The Matrix Function Xp 

From (2.454), fixing p and assuming the matrix function Hpr is 
invertible, we can deduce that Hpr is the product of a mat.rix function of p 
times a matrix function of r (to within a scalar factor). Also, from (2.31), 
Hz(p, p, p) = 1. Hence Hpp = 1 and we can normalize Hpr so that 

H p r = X p ' X  r (2.47) 

where Xp is some single-rapidity matrix function. It must satisfy the 
periodicity condition 

XR2p = LXpM -1 (2.48) 
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where L is a constant matrix. Substituting this form for H back into (2.44), 
we find that r/is a function only of p and r, i.e., r/pq~ = qpr, and 

Gpr = ( 1/r/pr)X~- ~lr Xsp (2.49) 

Also, (2.6) simplifies to 

Z ~~ = Trace M, qp~Z~ ~) = ZI 2) = Trace L, Vi (2.50) 

Defining ~ = (Trace L)/(Trace M), it follows that 

r/Rp, Rr=?]pr, r/pr~pr=O~ (2.51) 

and (2.43) reduces to 

(XplXR2p) * = ~-1 (2.52) 

The relation (2.45) now becomes 

r/pr(.,~f ; 1X'r)).~u = Wpr(a, b )(X~-~XRp)~ (2.53) 

and we can regard this a matrix functional relation. Taking r = p, we regain 
(2.52), with ~ = r/pp. 

Equation (2.53) is the main result of this section. It defines Xp to 
within a normalization and a constant equivalence transformation (block- 
diagonal on the right). Then M is given (to within a block-diagonal 
similarity transformation) by (2.48), so (s(a)) can be obtained from 
(2.13). The partition function per site x is given by 

I(. = r/ prr/ q, Rpr/r, Rq/O~ (2.54) 

These observations on the p, q, r dependence of the matrices are ~true 
in the infinite-lattice limit for the original definitions of A~, Fi. However, 
they are unaffected by the transformation A ~ L ~ ) I A ~ L  ~, provided L; 
depends only on pi and Pi+x. From (2.37), it is still possible to choose the 
L~ to diagonalize the A~, so Eqs. (2.32)-(2.54) can be satisfied in a 
representation in which the A; are diagonal. 

2.5. The Mat r ices  U, P, Q 

After (2.19) we outlined an iterative procedure for solving the corner 
transfer matrix equations. This procedure simplifies somewhat if we use the 
Z-invariance properties, as we shall now show. 

The matrices Ui, Pi, Qi are also functions of the rapidities p, q, r. 
Since A1F2A 3 is independent of q, so are P2 and Q2, and we can write 
them as Ppr and Qpr, respectively. 
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The matrix U~ is represented graphically in Fig. 6. Clearly it is a 
corner transfer matrix like A2, but with one more column of spins, and the 
center spin is fixed to be c. It should therefore factor as A 2 does in (2.36), 
except that we are no longer free to normalize away an overall scalar 
factor. Hence 

U 2 ( p , q , r ) =  c -1 c (2.55) c ~pqr(Opq ) Dq r 

c where ~pqr is a scalar and Dpq a matrix. 
Like A2, the matrix Ug(p, q, r) is unchanged by a full rotation, i.e., by 

replacing p, q, r by R2p, R2q, R3r. Writing Dpq alternatively as D(p,  q)C, 
there must therefore exist a constant matrix "g~ such that, to within a 
possible scalar factor independent of c, 

D(R2p, R2q) c = "g~D(p,  q)C (2.56) 

C We can multiply Dpq on the left by a constant matrix so as to make ogt '~ 
diagonal, with decreasing diagonal elements. (This is not always necessary; 
it may be sufficient to put "go into a block-diagonal form, where each 
block has a certain magnitude.) We can also normalize the matrices so that 
the top left elements of  D~ and .go are unity: then there is no additional 
scalar factor in (2.56). 

Remembering that Ui+l is obtained from Ui by replacing p, q, r by 
q, r, Rp, it follows that, to within a scalar factor independent of c, 

U1. . " U6 = ( D~,p) - ~ .gCDCr, p (2.57) 

where for the remainder of this section we write R - ~ r  as r'. Hence the 
eigenvalues of U1 .-. U6 are the diagonal elements of .go , . . . , .gN- l :  we 
select the largest n of all of these, rn c being from . g q  Thus 
n = m o + . . .  + m N_ 1- We form M as the n by n diagonal matrix with these 
elements. From (2.17) and (2.18), the columns of P ;  are right eigenvectors 
of U1 --. U6, while the rows of Q~ are left eigenvectors. Let IO~q be the me 

c c - I  by n matrix consisting of the first mc rows of Dpq. Similarly, let Dpq [ be 
the n by mc matrix consisting of the first m~ columns of D~q ~. Then 

C C - 1  Ppr = rCprD r'p I B r~.R, (2.58) 

where np~ is some scalar factor and B~q is a diagonal m~ by m~ matrix, as 
yet arbitrary. 

We obtain a similar equation for QCpr , involving another m~ by mc 
diagonal matrix. This second matrix can be calculated from (2.19), giving 

r C Qp~ = ( r ~ ]D~,Rp (2.59) 
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We can fix ~.r and ~pr by requiring that the top left elements o f  B~ pO pr, 
c QO all be unity. We are also free to normalize the columns t o  Ppr in any 

convenient way consistent with rotation invariance [for the chiral Potts 
model we should also ensure that (2.85) is satisfied], i.e., p(R2p, R2r)C= 
P(p,r) C. The diagonal matrix Bpq is then determined by (2.58). On 
substituting (2.58) and (2.59) into (2.17) and (2.18), we find they are 
satisfied provided (2.51) holds and 

~pqr ~ t']q, Rp~q, Rp/~r, Rq (2.60) 

a a-I a (2.61) A2(p, q, r) = npq B qr 

Thus the matrix Bpq that we have constructed is the block a of the matrix 
Bpq introduced in (2.36). We can form the matrix Bpq a s  the n by n 
diagonal matrix whose elements are the elements o f  n~ B;q- 1, arranged 
in the order that the corresponding elements of jgOq ..... dgpUq-1 take in the 
matrix M. Then it satisfies the relation (2.38). Since ~pqr is determined by 
(2.55), (2.60) gives rlq.Rp. 

The final step in the iteration procedure after (2.19) is to form the 
matrices Fi, or equivalently Fpr. From (2.15), (2.16), and (2.40) 

- -1  
= (~pr/TZRp, Rr)[Dr,  Rp]rowsBr, Rp (2 .62)  

where [D;ql],o~, is the n by n matrix whose columns are the 
n = r n o +  - . -  -t-raN_ 1 selected columns of (Dpq)~ -1,..., (DpqN-1)-l, arranged 
in the same order as the corresponding diagonal elements of M, similarly, 

0 N--1 [Dpq]row s is the matrix whose rows are the selected rows of Dpq ..... Opq . 
As in step (iv) of the iteration procedure, the upper right and diagonal 

elements of Fp~ should be calculated from the first of Eq. (2.62), the lower 
left from the second. If n has increased since the last iteration, there will be 
come elements at the bottom right that are undetermined: these can be 
obtained by calculating Gp~ from (2.44), (2.45). 

Note that the matrix npq in (2.62) is the original n by matrix, not the 
new one calculated from (2.58) and (2.59). We should use the new one at 
the start of the next iteration, when calculating U2 from (2.14) and (2.40). 

2.6. Ref lect ion Symmetry 

The models under consideration also have an overall reflection 
symmetry. There exists a mapping S (p ~ Sp) such that 

Wsq, sp(a, b)= Wpq(a, b), ff'Sq.sp(a, b)= ff'pq(b, a) (2.63) 

S 2~-- ( R S )  2 = 1 (2.64) 
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Replacing p, q, r by St, Sq, Sp leaves (2.46) unchanged and is equivalent 
to a vertical reflection of the entire lattice. In particular, 

Al(Sr ,  Sq, S p ) = A 3 ( p , q , r )  r, A2(Sr, Sq, S p ) = A 2 ( p , q , r )  r (2.65) 

the T denoting matrix transposition. Corresponding equations hold with A 
replaced by F, G, or H. 

Using (2.36), (2.38)-(2.41) (with their rotated analogs), (2A7), and 
(2.48), it follows that there exist symmetric constant matrices Y, F such 
that 

Bsq, sp = Y- I (BTq) - I ,  Fsr, sp--- Y-1FrprY (2.66) 

asr. sp = -1 r -1 T = Y Hpr (2.67) Y Gpr Y, Hsr, sp Y 

(2.68) 

Y M  = ( Y M )  r =  M r y ,  FL  = (I 'L) 7 = L r F  (2.69) 

qsr, sp = ~lp~ (2.70) 

The matrices M, Y are block-diagonal. 

2.7.  Invers ion Re la t ions  for  rlpq 

The models we have in mind also have the property that 

N N 

~pq = I'~ Wpq(a, b) = 1"-I Wpq(b, a )  - i n d e p e n d e n t  of a 
b = l  b = l  

Define 

(2.71) 

f pq = { [detN ff'pq( a, b ) ]/Zpq } 1IN (2.72) 

where detN ff'pq(a, b) is the determinant of the N by N matrix with entries 
J~"pq(a, b) in positions (a, b). If we fix a in the star-triangle relations (2.27), 
we can write each side as the element (b, c) of a matrix product. Taking 
determinants, we get 

C =  C =  fpqfqr/fpr (2.73) 

in agreement with the conjecture of ref. 8 and the proof of ref. 10. If instead 
we fix b or c, we find that 

C = C = fpqfr, Rp/fr, Rq ~-" Jr. 8pfq, r/fq, Rp (2.74) 

and hence 

fpqfq, Rp = fqrfr, Rq'~ fprfr, Rp (2.75) 
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The common value of these expressions is therefore independent of all of 
p, q, and r, i.e., is a rapidity-independent constant. [-For the chiral Potts 
model it is N/(k')(N-I)/N: Eq. (3.35) of ref. 13.] 

Comparing (2.54) with (2.11) of ref. 13, the ~pq, ~pq therein are related 
to our ~]pq by 

e_~,pq = ~q~]q, Rp, e -e;pq = ~21~p~]Pq (2.76) 
y~.p Ot2q 

where 7 is a constant and 2p some single-rapidity function. Also, taking 
r = R p  in (2.45) and using (2.31), we obtain ~p, Rp=l.  From (2.13) and 
(3.40) of ref. 13, it follows that 7 = 1 and 

~]q, Rp = hqrlpq/[Othpfpq] (2.77) 

~pq~]qp ~-. o~2fpqfqp, ~pq~]R-lq, Rp = 1 (2.78) 

where hp is some other single-rapidity function. [The last of these 
equations follows easily from (2.45), (2.28), and (2.30).] 

These last two equations are the "inversion relations." They relate ~]pq 
to its values under the mappins p, q ~ q, p and p, q ~ .R-lq, Rp. These 
have fixed points at q = p and q = Rp, which are the endpoints of the physi- 
cal regime. Some models have the "difference property" that Wpq and ff'pq 
are functions only of p -  q. For these (with appropriate normalizations of 
Wpq and ~_Zpq), ~]pq is analytic in some domain containing the points q = p 
and q=Rp.  The inversion relations then define ~]pq and provide a 
convenient way to calculate it. ~5~ So far, however, this program has not 
been carried out for the chiral Potts model, which does not have the 
difference property and whose analyticity properties are much more 
complicated. We do have expressions for ~]pq,(13,21,22) but they are quite 
cumbersome. One of the aims of this paper is to work toward a more 
transparent formulation of the solution of the chiral Pot ts  model. 

2.8. Square Lattice 

We can apply our results also to the honeycomb lattice (via the 
star-triangle relation), or to the square lattice (by specialization). For  the 
latter case, take r=q.  Then wl(a, b ) =  w4(b , a)= Wpp(a, b)= 1, SO there 
is no interaction in the SW-NE direction. The remaining edges of 
form a parallelogram lattice which can be distorted to a square lattice. The 
interactions in the two direction are Wpq(a, b) and l~pq(a, b). 

The same result can be achieved by taking q = p, then replacing r by 
q, but the lattice segments corresponding to the CTMs A~ ..... A6 are 
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Fig. 8. 

w~ (p, p, q) 
(p, q, q) 

Two ways of obtaining the square lattice from the triangular: replacing (p, q, r)  by 
(p,q,q) or by (p,p,q). 

different: they are shown in Fig. 8. Some correspond to 45 ~ segments, 
others to 90 ~ quadrants. 

The 90 ~ CTMs .71pq,...,bpq of the square lattice were discussed in 
ref. 38. We see that they can be expressed in terms of our triangular lattice 
matrices Ai(p, q, r): 

.Apq= Ar(P, q, q) AI(p, P, q), .Bpq= A2(p, P, q) A2(p, q, q) 
(2.79) 

Cpq = A3(P, q, q) A4(p, P, q), f ipq = As(p, p, q) As(p, q, q) 

Using (2.37) and (2.38), it follows (after cancellations) that 

Apq = BR}Zq, R-~qBpp , Bpq = B~p 1 Bqq 
(2.80) 

Cpq = Bq-q 1BRp , Rp, L)Pq = BRp 1, Rp BRq, Rq 

These are precisely the relations (14) of ref. 38, the matrix function Ap 
therein being our Bpp. The matrices M and Y- 1 therein are the same as our 
M and Y. 

Note that .~pq,...,~pq are the CTMs of the square lattice drawn 
diagonally. The CTMs of the usual square lattice can also be obtained from 
Fig. 8: they are A,(p, q, q), A3( p, p, q), A4(p, q, q), and A6(p, p, q). In 
every case the product of the CTMs is M (to within a block-diagonal 
similarity transformation) and (s(a)) is given by (2.13). For the square 
lattice one can also define matrices Fi, Gi, H; and write down equations 
analogous to (2.24), (2.25). One reason why we have chosen to work with 
the triangular lattice is that (2.25) is only quadratic in the Fi, Gi, Hi, 
whereas for the square lattice its analog is cubic [Eqs. (30c), (30d) of 
ref. 39]. 

2.9. Chiral Ports  Model  

From now on we focus attention on the case of the chiral Potts model 
(of which the Ising model is a special case). This is formulated ~8'9) in terms 
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of homogeneous sets of variables (a, b, c, d) satisfying the relations (only 
two of which are independent) 

a N + k 'b  N = k d  N, k 'a  N + b N = kc  N 
(2.81) 

ka ~ + k'c N = d N, kb N + k'd w = c N 

Here N is the number of states of each spin and k, k' are real constants 
satisfying k 2 -a t- k '2 = 1. 

There is one such set of variables ap, bp, cp, dp for each rapidity p. The 
Boltzmann weights are given by Wpq(a, b ) =  Wpq(a-b)  and ff'pq(a, b )=  
Wpq(a - b), where Wpq(n) - Wpq(Fl "3v N), VVpq(n) - Wpq(n -+- U), and 

~'r d p b q -  apCqo9 j 
Wpq(n) 11 j= 1 bpdq - Cpaqo9 

l~'pq(T/)----- f i  ogaP---ddq-~--dpaq------o9J 
j = l  r  

where o9 = exp(2rci/N). The mapping R, S are specified by 

aRp, bRp, cRp, dRp = bp, ogap, dp,  Cp 

asp, bsp, Csp, dsp = o9- 1/2Cp, dp,  a p , (.D -- 1/2bp 

(2.82) 

(2.83) 

(2.84) 

In Eq. (48) of ref. 43 it was shown that there is a uniformizing 
parametrization of the relations (2.81) in terms of hyperelliptic functions. 

In addition to the rotation and reflection symmetries discussed in 
Section 2, this model has a further symmetry: rotating the lattice through 
180 ~ is equivalent to both replacing the rapidities p, q, r by Rp, Rq, Rr, and 
to replacing each spin a by its negative - a  (mod N). [The first equivalence 
follows from (2.28), the second follows from ZN invariance and is 
consistent with our having chosen the boundary spins to be zero.] Hence 
in the original spin representation 

A2(Rp, Rq, R r ) = ~ - l A z ( p ,  q, r ) ~  

F2(R p, Rq, Rr)= ~-1F2( p, q, r ) ~  
(2.85) 

where ~ is a permutation matrix that replaces a spin state {21,22 .... } by 
{-21 ,  -22, . .} .  Hence ~ = ~ - 1  = ~ r .  

From (2.36), (2.40), and (2.47), it follows that there exist invertible 
constant matrices L, 21~ (with 21~ block-diagonal) such that 

B Rp. Rq = MBpq g~ 

r Rp, Rr = ]~Vpr J~I-1 (2.86) 

xRp = s s162 i 
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and similarly with F replaced by G or H. These relations imply the ful 
rotation symmetries (2.38), (2.41), (2.48), with 

L =/~2, M = ~ 2  (2.87) 

and FL, Y~f, y2~r-1 are symmetric. 
Equations (2.43)-(2.53) are unchanged by the transformation 

Gpr ~ DGprD -1, H p r ~  DHprD -1, Xp ~ KXpD -I ,  where D, K are any 
invertible constant matrices. This transformation takes/~, ~Q, F, Y, Y~c- 
to K-aLK,  D-I f f lD,  KrFK, DrYD,  DrY f f I - ID .  It appears (at least for the 
chiral Potts model) that F and Y2~ -~ are positive definite, so we can 
choose K and D so that F = Y.M- 1 = 1. Then/~ and M become symmetric, 
and we can choose D so as to diagonalize M. We use such a representation 
in Section 4. (We can if we wish further choose K so as to make L 
diagonal.) 

3. I S I N G  M O D E L  

The simplest nontrivial case of the chiral Potts  model is when N = 2, 
when we regain the Ising model. If Pl, Sl, T~,I are the variables of ref. 43 
and we write them simply as p, s, z, then r = 2p and the parametrization 
(48) therein reduces to 

ap :bp : Cp :dp= iOl(i~tp) : - 04(iup) :03(i~tp):O2(i(tp) (3.1) 

where zTp = -irc[s + (1 - z ) / 4 ]  and 01(u),..., 04(u) are the usual Jacobi theta 
functions of argument u and nome x = e  i~, (w of ref. 51). With the 
notation of ref. 43 and (2.81), these theta functions ar of modulus k' rather 
than k, so that 

k' = 4x '/2 ]-I "1 + x 2n- x , �9 = K-- 7 (3.2) 
n = l  

K, K '  are the usual elliptic integrals of modulus k. 
We shall later consider the low-temperature limit, when x is small. 

Defining 

~p = - i x  exp(-2~p)  = exp[irt(s + ~/2)] (3.3) 

if ~p is of order unity; then to relative first order in a expansion in powers 
of x, 

ap = ei=/a~'/Zx -- 1/4(1 + ix/~p)(1 - iX~p), bp = - ( 1  - i~p) 
(3.4) 

Cp= l + i~p, dp=ei~/4~l/2x-l/4(1--iX/~p)(l + ix~p) 

(to within an overall normalization factor). 
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Returning to the general case 0 < x < 1, define 

Up = 2K'~tp/rC, 

Then from (2.82) it follows that 

Uq = 2K'~q/X (3.5) 

Wpq(O)=l, Wpq(1)= cnuq+snupdnuq (3.6) 
cn Up + dn up sn/~/q 

k'(sn Uq - sn u;) (3.7) 
I~pq(0 )  = 1, IYV'pq(1)=dnupCnuq+dnuqCnU p 

where sn, cn, and dn are the Jacobi elliptic functions of modulus k. 
These formulas simplify to 

Wm(1)=k'  scd(up-uq+ K), ff'pq(1)=k' scd(uq-Up) (3.8) 

where scd(u) is the function sn(u/2)/[cn(u/2) dn(u/2)]. Also, if J and J are 
the usual dimensional Ising model interaction coefficients (H and H '  in 
ref. 52), then Wpq(1)=exp(-2J), f f ' m ( 1 ) = e x p ( - 2 J ) .  Using (2.72) and 
setting u = Up- up, we find 

sn u cn u 
, ~ ( 3 . 9 )  sinh 2 J -  sinh 2J  = k' sn u 

c n  u 

fpq = Ha(0 ) 01(0) H I ( ( K -  u)/2) 0 1 ( ( K -  u)/2) k ' =  1 

Hi(K~2) 01(K/2) Ha(u~2) Ox(u/2) ' sinh 2J  sinh 2J  

(3.10) 

where HI(u) and 01(u) are the usual Jacobi theta functions of modulus k. 
For  0 < k < 1 the model is in the ordered ferromagnetic phase. 

Note  that Wpq(n) and if're(n) depend on p and q only via the 
difference Uq- up. This is the "difference property" mentioned above. 

F rom Eqs. (37) and (39) of ref. 43, the mapping R and S take s to 
s + z/2 and - s - z, respectively, so 

uRp = up + K, Usp = - - 3 K -  iK' -- up (3.11) 

and (Rp = x(p, sp = 1/(x(p). 
As yet we have not defined the rapidity variables p, q, r precisely, 

having used them really only as labels: for the rest of this section let us take 

p = up + (K+ iK')/2 (3.12) 

Then in terms of the variable s = sa of ref. 43, p = -2iK's. 
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3.1. Partition Function per Site 

We can use the inversion identities (2.78) to calculate ~lpq. First we use 
the conjugate modulus expansions of the elliptic functions. Define, 
consistently with (3.2), 

Z = e - ~ z ( q - p ) / K ' ,  X = e -"K/K' (3.13) 

Then 

B ( z ) =  l~I (1--X4n-2Z)(1--X4n-2/Z) 
n=l 

C(z)= [I (1-x2~/z)"/(1-x~z) ~ 
n = l  

(3.14) 

f pq = z-I /4B(1)  B(x/z  )/[ B( x ) B(z)] 

Wpq ( 1 ) = z In B(xz  )/ B(x/z  ) (3.1 5 ) 

ff',,q(1 ) = q 1/Zz -" I/~B(x21z)/B(z) 

C(z) C(i /z)  = 1, C(z) C ( q Z / z )  = B(z) B(q2/z), C(q) = B(q) (3.16) 

The function rlpq, like fpq, Wpq, and ff'pq, can depend on p and q only 
via the difference Uq- up, i.e., via z. Writing fpq and ?~pq as f(z) and r/(z), 
we find that the relations (2.78) become 

r/(z) r/(z-1)/r/(1) 2 = f ( z ) f ( z - ~ ) ,  rl(z ) rl(qZ/z) = 1 (3.17) 

We make the standard assumption ~53,5~ that In q(z) is single-valued and 
analytic in the annulus q ~< ]zl ~< 1, except possibly for singularities due to 
poles or zeros of r/(z) at the inversion points z = 1 and z = q. Then the 
relations (3.17) define r/(z) uniquely. It is a meromorphic function with 
poles or zeros only at z =  1, q+l, q+2,...: 

~(z) = C(z) C(q/z)/B(z) (3.18) 

in agreement with past results. C5z54) The relation (2.77) is satisfied with 
hp = exp(zcup/4K'). 

Define, for j = 1 or 3, 

f l  - x 2 " - l z ~ "  1 

n=l 
(3.19) 
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Then 

Z1/2q)3(Z ) ~I(Z -1 ) 
Wpq(1 )  = ~3(z_l ) ~1(Z) (3.20) 

~ q -  K, p = ~](X/Z) = ~3(Z)/~3(Z -1) (3.21) 

3.2. Elements of  the  CTMs  

As is discussed in ref. 38 and in w of ref. 12, the difference property 
enables us to calculate the eigenvalues of the CTMs A,. and of their product  
M, and hence to obtain the spontaneous magnetization. 

First note that A2(p, q, r) is a function only of q - p and r - q. From 
(2.36), first fixing q and them grouping p-dependent terms on one side and 
r-dependent terms on the other, we find that the matrix Bqr m u s t  be of the 
form 

Bqr = SqJB r_  q (3.22) 

where S71Sq is a function only of q - p .  Choosing (as we can) So = 1 and 
using the case p=O, we must have S;1Sq:Sq_p, i.e., 

SpSr = Sp§ Vp, r (3.23) 

Interchanging p and r, it follows that Sp, Sr commute, and so can be 
simultaneously diagonalized. (The required similarity transformation can 
be absorbed into the definitions of Br_ q and Bqr without affecting A2.) 
Then (3.23) becomes a scalar equation, one for each eigenvalue, and by 
logarithmic differentiation it is easily seen that each eigenvalue of Sp must 

�9 be an exponential in p, so in general 

Sp = e -P~ (3.24) 

where ~ is a constant diagonal matrix. So, using (2138), we obtain 

Bpq = e-P~Bq_p, M = e-ZK~ (3.25) 

Similarly, the matrix H 2 is a function only of the differences q - p and 
r -  q, so from (2.42), Hpr is of the form 

Hvr = e-P~tSIr_pe r~ (3.26) 

Using (2.66), (3.11), (3.25), and the difference property, we can deduce 
that 

j~T --q)~ Bq_p q_p= Y-le-2K~e(P (3.27) 
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The matrix D 2 =  Y - l e - 2 K ~  is symmetric and commutes with ~ ,  and so 
can be chosen diagonal. In fact we can absorb it into Bpq and Hpr (by 
replacing them by DBpq and D H p r D  -1)  without changing the A i o r  Hi. 
Hence we can take Y = e  -2Ke.  Then from (2.67) the matrix H r _ p  is 
symmetric, and from the factorization property (2.47) we must have 

I2tr_ p = v r e  (p-  r)~ V (3.28) 

where C, V are constant matrices; C is diagonal and V is orthogonal. From 
(2.47), we can choose 

Xp = e-p~e VeP~ (3.29) 

Substituting this form into (2.53), using (2.28), and changing variables, 
we get 

W p q ( a ,  b )( g r  e (p - q - K)Cg W)).l a = ~q _ K, p( e ( p  - q)g~ WTe(q  - P  - Kyr V e ( P  - q)~))4z 

(3.30) 

where as usual a = E(2), b = E(/~). Also, (2.52) gives 

( V r r - 2 K ~ V ) *  = ee -2K~ = o~M (3.31) 

From (2.68), (2.86), and (2.87), 

~ = 1, ff-I = e - Ke, Y = M = e - a x e  
(3.32) 

~ = e - K ~e, F =  L = e - 2X~e 

3.3. Calculat ion of ~ and (s 

In a low-temperature expansion, we hold z fixed and expand in 
increasing powers of x. From (3), to any order, the coefficients of feq,  
Wpq(1) and /,iZpq(1), are Laurent polynomials in z TM (in fact they are z "/4 

multiplied by a Laurent polynomial in z, where n is some integer). They are 
periodic functions of p and q, of period 8iK',  single-valued, and analytic in 
an infinite vertical strip. The same general property appears to be true of 
all the elements of all the various matrices, in particular of the diagonal 
matrices e-P~ and e-p~e. Hence each of the diagonal elements of ~ and ff 
must be of the form nn/4K' ,  where n is some integer (different for different 
elements). 

We can calculate these integers. First note from (2.36), (2.42), (3.25), 
(3.26), and (3.28) that 

A 2 ~-- J ~ ; l p e ( P - q ) ~ j ~ r _  q 
(3.33) 

H2 = B q_l e V r e  ( p - ' ) ~  ve(r-q)~ Br-q 

822/70/3-4-4 
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In the low-temperature limit x --* O, Up < Uq < Yr < Up + K, it appears that 
the matrices Ai, Hi, Bq_p are "near-diagonal," in the sense that their eigen- 
values are their diagonal elements and that V--. 1. In particular, the 
diagonal elements of A2 and Hz can be obtained from Fig. 2 by taking all 
the spins in each vertical line to be equal. 

For i = 1, 2,..., let 

~,li, i+l--r--~/(2i, 2i+l)=~i+l--) , i  ( m o d 2 )  (3.34) 

so that ffi,;+l is either 0 or 1. With the spin set 2 =  {21, 22,...} associate 
two integers 

[-2] = ~k(21, 22) + 3~0(~.2, 23) + 5~t(23, 24) --[- - ' '  

{2} = tP(2a, 22) + 2tP(2z, 23) + 3~(23, 24) + "-- 
(3.35) 

(We are considering the infinite lattice embedded in a sea of spins with 
value 0, so 2 ; ~ 0  as i ~  oo.) Then to leading order 

(A2);.~ = [(wl(1) w6(1)] [;'3/2 

(A2)z;.(H2);.z = [(wl(1) w6(1)] 2(;'} 
(3.36) 

where 

wl(1 ) w6(1 ) = Wq,.(1) Wpq(1)=e ~'(p-')/2K" 

Taking A2, H2 to be diagonal matrices with elements given by (3.36),/}q_p 
to be diagonal, and V= 1, we obtain from (3.33) that 

Br-p  = A2 = e (p-r)~/2, A2H2 = e(p -r)~ (3.37) 

Comparing this result with (3.36), we find 

&~z = n[2] /2K' ,  r = rt{2}/K' (3.38) 

These results are true to leading order of x small. However, these last 
expressions are already of the form rm/4K' (n an integer). We expect ~ .  
and cg~.~ to be continuous functions of x at least for 0 < x < 1, i.e., 0 < k < 1, 
which is the low-temperature phase of the Ising model. This implies that 
(3.38) is exact throughout this range: we have calculated the diagonal 
matrices ~ and cg. 

We can regard ~k12, ~23, ~k34, etc., as independent variables, with 
values 0 or 1, and 21, 22, 23 ..... as defined by (3.34). Because of the additive 
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form of [2] and {2}, ~ and cg are then simple direct sums. Their exponen- 
tials are direct products of simple two-by-two diagonal matrices: 

zO)|  zOs)| (3.39) 

z02)| z03)| (3.40, 

The spontaneous magnetization follows in the usual way. Taking 
s(a)= ( - 1 )  ~ in (2.13) and noting that 

(--1)"= ( - -1)<= (--1) <2+<'+r (3.41) 

we obtain for the matrix S 

S = ( ~  ? 1 ) |  0 1 ) |  ? 1 ) |  (3.42) 

From (3.25), M is given by (3.39) with z replaced by x. It follows 
immediately that 

( 1  - x ) ( 1  - -  x 3 ) ( 1  - x S )  - . .  ( ( - 1 )  o )  _ 
(1 + x)(1 + x3)(1 + xS) --. 

= k a/4 (3.43) 

This is the famous result of Onsager (ss~ and Yang. (56) 

3.4. C a l c u l a t i o n  of  V 

We have obtained tlpq~, ~ ,  (~ from special properties, but in principle 
they are defined, along with the constant orthogonal matrix V, by (3.30). 
The matrix V is needed if we want to calculate correlations of adjacent 
spins; for instance, from Fig. 5c, using (2.22) and (2.23), 

(sa(a) s2(b)s3(c)) Trace SIAIHzS2A3H4S3AsH 6 (3.44) 
Trace A 1HzA3 H4AsH6 

where sl(a), sz(a), s3(a) are arbitrary functions and S~, $2, $3 are the 
corresponding diagonal matrices, defined analogously to (2.11). From 
(2.37) and (2.42), the numerator on the rhs of (3.44) is 

Trace MS1H~r $2 Hr, Rq 53 H Rq, 1~2p 
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Using (3.26), this becomes 

Trace S11:Ir_pSzlClq_r + xS3121p_q+ X 

Now using (3.28) and defining 

Si = VSi V r 

we find that 

(s~(a) s2(b) s3(c))  = 
Trace S~ e (p-  r)~ S2e(r- q-- K)Cg S3 e(q-p- K)Cg 

Trace e - 2K~ 
(3.45) 

(Note that we do not need J~q_p: it cancels out of all the equations.) 
We can calculate some of the elements of V directly from (3.30). Take 

Izl < 1, and order the rows and columns of the matrices so that the 
diagonal elements of e x p [ 2 ( p - q ) N ]  are nonincreasing: from (3.39) they 
are 1, z, z 3, z 4, z5,.... The corresponding elements of exp[ (p -q )Cg]  are 
1, z, z 2, z 3, z 2 ..... and those of S are 1, - 1, - 1, 1, - 1,.... In terms of the 
spin state 2 =  {21,21 .... }, this means that the first five states we are 
considering are {000...}, {1000...}, {1100...}, {0100...}, {1110...}; the 
corresponding values of [2] are given by (3.35) to be 0, 1, 3, 4, 5. With this 
ordering, label the rows and columns of the matrices simply as 
1, 2, 3, 4, 5,.., and define 

hij(Z) : ( I~Iq-p + K)ij 

~. ( VTe(P--q- -  K) r V) i  j 

= VI iV l j '~ -  V 2 i V 2 j x z  ~1- VaiV3jx2z2--~ (V4iV4j-~- V s i V s j ) x 3 z 3 - ~  . . .  

(3.46) 

We expect the matrix products in (3.30) to exist, at least for I q -  P] < K, 
and hence expect the sum in (3.46) to converge for Izl < 1/x. Thus ho.(z) 
should be an analytic function inside this circle. 

With S defined by (3.42), let 0 U = 0 if S;,- = Sjj, else 0g = 1. Then (3.30) 
can be written 

Wpq(Oo . )h i j ( z )= t lq_K .ph i j ( z -1 ) exp[ (p -q ) ( .~ ) i i+~ j j ) ]  (3.47) 

Define filj(z) so that 

ho(z) = ho(z) ~3(z) 

= fi~j(z) (~,(z) 

if Sii = Sjj 

if Sii =/: Sjj (3.48) 
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and set 

no = ( Kt/Tc)( ~ii q- ~jj)  -- �89 0 ij (3.49) 

Then nij is a nonnegative integer and, using (3.20) and (3.21), we find that 
the identity (3.47) simplifies to 

~o(z ) = z"J [z,;(z- 1) (3.50) 

Like ho(z), the functions Cdz) and ~b3(z ) are analytic for Izl < l /x :  so 
therefore is [%.(z). From (3.50) it follows that /iij(z) is also analytic for 
[z[ > x ,  so it is entire. Further, when z--, o~ it grows like z "~, so it is a 
polynomial of degree no. , of the form 

[zo(z) = ao + al z + . . .  + al z"•- 1 _~ aoz,, ~ (3.51) 

where the coefficients ao, ax .... are independent of z. 
In principle we can systematically calculate these polynomials. When 

i = j =  1, then n0= 0, so//1,(z) is a constant. This constant can be obtained 
from the orthogonality conditions for V, which imply that ho(1/x  ) =6o.. 
Hence 

h11(z) = r2~b3(z) (3.52) 

where 

27=~3(X--1)--1/2= I~I (l ~_ x2n)l/2 ( l  --X2n--l~ n/2 
.=, i - 7  ) (3.53) 

Now 

znx2 n 
ln~b3(z)=,=1 n(l  + x" )2 ( l  + xz") 

- ~ zn(x" + X 2" + X 3") 
In ~bl(z ) = 

.= ,  n(1 + xn)2(1 + X 2n) 

(3.54) 

We define 

Cn=lq -Xq-X2q-  "'" + x n - l ,  dn=(1- f f xn)  -1/2 (3.55) 
-- ld4 ,,/2,4 Pa = 1, P2 = x -  md~d2,  P3 = x ~, ~2"4 (3.56) 

-,,,-3/2,,./3,42.4 ~, 1, ~r2=xl/2dl,  a 3 = x d ~ d 3 ,  rr4='~ "1"2-3 (3.57) 

~'u = vo/ (~pioA,  ~,:(z) = ho(z)/(~2oi~A (3.58) 
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Then h~l(z)= 1. Using (3.46) and the expansions (3.54), it follows 
(to within signs that are at our disposal) that 

911 = 1, 9"21 = - x ,  ~'31 = xZc3 (3.59) 

Since n12 = 0, /i~2(z) is a constant and h~2(z) is proportional to ~bl(z). 
Using (3.46), we obtain V12, V22, V32,... to within an overall normalization 
factor. This factor can then be obtained by constructing h2z(z) (which is 
linear, because n22 = 1) and using the orthogonality relation h22(1/x)= 1. 
We find 

~'12 = 1, V22 = c3, ~"32 = -x2c5 (3.60) 

h12(z) = 1, h22(z) = (1 + z) (3.61) 

We can repeat this procedure for the third and fourth columns of V, 
using//13 = 1 and//14 = 2,  and noting from the orthogonality condition that 
h14(1/x)=O. It follows that h13(z) is proportional to ( l+z)~bl(z) ,  and 
hl4(z ) to ( 1 - x z ) ( x - z ) O 3 ( z ) .  The proportionality constants can be 
evaluated from the relations h33(1/x ) =h44(1/x)= 1. We obtain 

~'13 = --X, ~'23 ~--- C5, ~'33 = C3C7 (3.62) 

h13(z) = - x ( 1  +z) ,  h23(z) = - ( 1  - x z ) ( x - z )  (3.63) 

~33(Z) = (1 + z)(1 + x2z)(x 2 .-~ z) (3 .64)  

~"v~ = x:, P24 = c3c5, V34 = c5c7 (3.65) 

~ 1 4 ( Z )  = X(1  --  X Z ) ( X - -  Z), h2a(g) = x2(1 + z ) Z +  (1 + x ) ( l  +x3)z  (3.66) 

h34(z) = (1 + z)[(1 + x 2 ) c s z -  x3(1 + z2)] i3.67) 

h44(g) = x4(1 + - 74 ) --t- (1 --~ x2)[ ' (  1 -Ji- x )  2 (1 -~- x2)  2 - 2x3](z + z 3) 

+ (1 + x 2 + x4)(l + x 4 ) z  2 (3.68) 

In principle one can extend this procedure indefinitely: for j =  5, 6,... 
one has to solve a finite set of homogeneous linear equations for ~'I:,..-, ~'j: 
and the coefficients of the polynomials ~1: ..... ~:-  1,:. An overall normaliza- 
tion factor is then determined by the requirement h::(1/x)= 1. Once 
hlj,...,~j.j are known, then ~'~ can be calculated for all values of i from 
(3.46). 

A complication arises when one gets to those values of i or j for which 
the diagonal elements ~;; or ~j j  of cg or ~ are degenerate. This is because 
the original equation (3.30) is unchanged by the transformation 
V ~  QrVP, where P (Q) is any orthogonal matrix that commutes with 
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(cg). Even though N and cg are diagonal, the degeneracy of their elements 
means that P and Q need only be block-diagonal. This introduces an 
arbitrariness into the calculation of V and h from (3.30). [But this 
arbitrariness does not affect observables such as (3.45), the traces therein 
being unchanged by V ~  QrVP.] 

For instance, %4 =%5 = 3~/K', which means that Q can have a 
two-by-two orthogonal block in rows and columns four and five. There is 
therefore one degree of freedom in choosing rows 4 and 5 of V. Indeed, 
substituting the above expressions for hll,...,h44 into (3.46) and equating 
the coefficients of z 3, to leading order in x (for x small), taking 

t04 = P5 = X- -3 /2  

and requiring that V ~ 1 as x ~ O, we find 

V4~ = (1 - A ) x  4, ~'42 = (A - 2 ) x  3, ~'43 = --x, F'44 = 1 

P , ,  = x 3, P , 2  = - : ,  = x ,  = a x  
(3.69) 

where A is an arbitrary constant of order unity. 
This matrix functional method appears to extend easily to other 

models with the difference property. In 1982 P.A. Pearce and the author 
spent some time examining the corresponding equations for the eight- 
vertex model. We did obtain some elements of the corresponding V matrix 
(the matrices ~ and (g are again simple direct sums). However, we were 
unsuccessful in our aim of proving the conjectured formula (57) for the 
spontaneous polarization. 

The matrix V is related to the original matrix Xp by (3.29), and (3.46) 
is the specialization of (2.53) to the Ising model. For the Ising model itself 
there is probably little point in pursuing this calculation further, since V 
can be calculated more simply by spinor operators or the Clifford 
algebra. (58"59) The main point we wish to make here is that for the Ising 
model (and indeed for the eight-vertex model) the maxtrix functional rela- 
tion (2.53) can be solved successively for the elements of Xp; and these 
elements are simple rational functions of the elliptic variables z and x. The 
question that this begs, and the one that motivates this paper, is whether 
this procedure can be extended to models without the difference property, 
notably the chiral Potts model. Further, does this lead to a natural 
parametrization of the model? 

We shall be considering the three-state chiral Potts model in the next 
section, but we admit at once that we do not have the answers to these 
questions. 
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4. THREE-STATE C H I R A L  POTTS MODEL 

The simplest case of the solvable chiral Potts model that does not 
possess the difference property is when N =  3. If k is fixed, then Eqs. (2.81) 
define an algebraic curve in homogeneous (a, b, c, d) space, of genus 
greater than one. There is no simple one-variable uniformizing substitution. 

As reported in ref. 43, one can parametrize a, b, c, d in terms of hyper- 
elliptic theta functions, but at the price of introducing two related variables 
sl and s2. Here we write the home q of ref. 43 as x. Remembering that 
k ' ( 1 - k 2 )  l/z, we define x by Eq. (A9) of ref. 43: 

(k__~)1/3 3mx 1/6 ~ ( 1 - - x 3 ~  2 
= ~ .  \ ~ j  (4.1) 

n = l  

(k, k', x real, positive, and less than one), and a function O(sl, Sz) by 

O(sl, Sz) = ~ x m2 + ,,n + ~2 exp[ 2ni(rnsl + ns2) ] (4.2) 
m,n 

the sum being over all integers m, n. 
Then a, b, c, d are given by Eq. (48) of ref. 43, where sl and s2 are 

related by 

1 1 
O ( S  1 "~ "~p,S 2 "}- p --  ~) = 0  (4.3) 

where p is positive pure imaginary and x = e 2~ip. If we set 

Z = e ni(2sl + P), W = e 2~is2, t = z/w (4.4) 

then, using Eq. (24) of ref. 43, we find that 

f i  ( 1 -  x2"- lw/z ) ( 1 -  x2"- lz/w ) ( 1 -  xrn- Szw ) ( 1 -  xr" - l z -  lw-1) 
w== 1 

or equivalently 

z oo (1 --x2n-2/W)(1 --xZ"w)(1--X6"--4ZZ/W)(1--X6"-2W/Z 2) 

(4.5) 

(4.6) 

The variables z, w, t are associated with a rapidity p, so we can write 
them as Zp, wp, tp. Then 

ZRp ~- XZp,  WRp -~ tp,  tRp = xwp 
(4.7) 

Zsp = 1/(xzp), Wsp = 1/(xwp), tsp = 1/tp 
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If we define 

O ( Z ) = Z  1/3 f i  ( 1 - - x 3 n - 2 / g ) ( 1 - - X 3 n - 1 2 )  

then the Boltzmann weights (2.82) are (61) 

Wp,(1) = 6(z / zp )  6( t / tp) ,  

Wpr(1) = 6(xzp/z,)  ~(XWp/tr) , 

If one defines fpr as in, (8) 

then 

Wp~(2) = r f~(W jWp) 

ff'p~(2) = ~)(XZ/Zr) ~( tp/Wr) 

fpr ~" {det3( I~Vp,)/[ Wp~(1) Wp,(2)'] } 1/3 

L r / f  rp ~- ~( Zp/Zr) ~)( W p/W r) q~( tp/ tr) 
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(4.8) 

(4.9) 

(4.10) 

x(a~3+cozp + 1 )  yp=  l + ~ + O(x  2) 
\ Wp Wp 

and co = e 2"i/3. (Terms of order x 1/2 occur in Eq. (48) of ref. 43, but they can 
all be absorbed into the normalization factor.) 

4.1. Leading-Order Solutions 

As usual, we have in mind the situation when the matrices A i are 
diagonal, with the rows and columns arranged so that the diagonal 

Cp = 1 - co 2Zp, 

where 

[this ensures that when x is small, all the Boltzmann weights wi(a, b) in 
(2.22) are small, provided a # b]. To relative first order in x it follows from 
Eq. (48) of ref. 43 (to within an overall normalization factor) that 

ap = ein/6(Zp Wp) 1/3 x - 1 /6 (1  - coXZp)( 1 -- r bp = coyp(1 - cozp) 
(4.13) 

dp = ein/6(Zp W p)l/3 x - 1/6 yp( l -- XCO/Zp)(1 -- XCO2Zp) 

We have used this parametrization to solve perturbatively the original 
equations (2.3) and (2.4) in the low-temperature (small-x) limit. We 
expanded about the case when 

Zp = 0(1), Zq = o(x l /3 ) ,  Z r = 0(X2/3), 
(4.12) 

W p ~ - l + z p - O ( 1 ) ,  Wq~-Wr~-I  

(4.11) 
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elements of A 1 . . -A  6 are decreasing. If we truncate the matrices to size n by 
n, then to leading order the CTM equations of Section 2 are satisfied. 
Further, the results can be matched (by appropriately arranging the rows 
and columns, and again only to leading order) with those obtained by 
truncating the lattices in Fig. 2, setting the boundary spins to zero. 

The first lattice truncation is to set a/ /spins other than the end spins 
a and b to zero. Then the Ai, F,., Gi, Hi are all 3 by 3 matrices, e.g., 

(A2)ab = [w6(a ) wl (a) ]  1/2 Oab 

(F2)ab = ]-w6(a) Wl(b) w 2 ( a -  b)]  1/2w1(a ) w6(b ) (4.14) 

= w2(a - b) m (G2)ab ~--- w2(a -- b ) -  1/2(H2)ab 

Here we label the rows and columns simply by the end spins a and b, with 
values 0, 1, 2, rather than 1, 2, 3. The other matrices Ai, Fi, Gi, Hi can be 
obtained by cyclic permutations of the indices 1,..., 6. 

At this level of truncation, the matrices A/a re  already diagonal and 
Eqs. (2.24) and (2.25) are satisfied to leading order, with ~;=r / ;=  1. 
Expressions (4.14) are, via (2.29) and (4.9), functions of the rapidities 
p, q, r. We use the notation diag(x, y, z) for the three-by-three diagonal 
matrix with diagonal elements x, y, z, and define 

~p = (z~/XWp) ~/3, tip = (WpZp)l/3/x 1/~ (4.15) 

Jp = diag(1, 77, tip) (4.16) 

Then to leading order 

Wpr(1 ) = ~ / % ,  Wpr(2) = fir/tip (4.17) 
\ 

and one can verify that A2(p, q, r) is of the form (2.36), with 

gpq = ( jpjq)l /2 (4.18) 

and from (2.42) and its G-analog 

1 x/zr x/zr 

H p r = J ;  1 zp 1 t J w r J J  r 

Zp XWp/t r l /  
(4.19) 

Gpr = Jr 1 

1 

(4.20) 
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Because we are expanding about the case (4.t2), we are no longer 
necessarily free to permute the rapidities ..., R_,r,p, q, r, Rp,... in the for- 
mulas. Any given formula now has a domain of validity, which we should 
specify. Let us define "domains" N-2, 9_,, . . . ,95 by the statement that a 
general rapidity p belongs to 9i if 

O(x (2 i -  *)/6) ~ Zp > O(X  (2i+ 1)/6) (4.21) 

and Wp ~_ (1 + Zp)/( 1 + X/Zp). Further, p ~ ~,. iff Rp ~ 9i + 3 or iff Sp ~ 9_  i- 3. 
;Fhen the particular rapidities p, q, and r in (4.12) belong to 9o, 9 , ,  and 
92, respectively; while, for instance, R-~q ~ 9_2 and Rq ~ 94. 

With these definitions, (4.18) is true if p ~ .  and q ~ i + l ,  for any 
integer i. Also, (4.19) and (4.20) are true if p ~ .  and r~9 ;+2 .  The 
symmetry relations (2.38), (2.41), (2.66), and (2.67) are satisfied for all 
p, q, r, with 

jRp= ~.iJp~ ' jsp= y - ~ j 1  (4.22) 

0 , M = 0 /2 (4.23) 
1 X I/2 

Y= M =  ll~ 2 = diag(1, x, x) (4.24) 

Next we look at the factorization properties (2.47) and (2.49) and find 
that they can be satisfied. Define X = d i a g ( 1 ,  x,x).  If p ~ g i ,  then for 
i = - 1 ,  0, 1, 2 we can choose 

1 1/zp 1/zp ) 
Xp = -- x zp  -- Xtp 1 1 -- tp 

\ - x z p  x(zp ~ - l - z p )  1 

1 - 1/Zp -tp/Zp'~ 

-) XTI=JV-1JT1 xzp 1 tPl 1 
\xz  x(z  - z ; 1 )  

s ,d  

For  all p, Xp satisfies the relations (2.48), (2.68), (2.86), with 

(i0 0) L =  x 

X - - X  2 

F = l ,  L = L  2 

(4.26) 

(4.27) 
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In particular, when p s N_ 1, (2.86) can be verified by direct substitution of 
(4.25). Further, (2.86) can be regarded as a recursion relation, and can be 
used with (4.25) to calculate Xp for p in any domain Ni. 

We can go to the next level of truncation of the matrices by following 
the procedure in (2.55)-(2.62). We form the three-by-three matrices U7 as 
in (2.14), using (2..2), (4.14), and ZN invariance. This gives 

(UC2)ab = [w6(c--a ) w6(a ) wl(c-b ) wl(b)] 1/2 w2(a-b ) wl(a ) w6(b ) (4.28) 

and similarly (by cyclic permutations of the indices 1 ..... 6) for U~ ..... We 
define 

y(O)=diag(1, 3 3 
- p  

] ~ ) =  diag(~p, c~p 3,/34) (4.29) 
, j~2) = diag(/3p, ~p, 

Then we can write U~ as 

2 - -  ~,~ p ~ q  ) ~ 2 ~ . ~ q  ~ r  ] 

where, for p e ~ ,  qe~+l ,  and r e ~ + 2  (i any integer), 

1 X3/2/ZqZr X3/2/ZqZr~ 
~fO= ZpZq/Xl/2 1 

~ZpZq/X 1/2 XWp/tr tp/~ } 

1 X/Wq r  
01 = Zp 1 tp/ I 

gpWq XWpWq/t r i qWr ; 
(4.31) 

1 X3/2/tqZr X/Zr ) 
0~= ZptqlX w2 1 tptq/XX/2Wr 

Zp X3/2Wp/tq t r 1 

using the unorthodox convention that ab/cd means ab/(cd). 
To leading order, ~pqr in (2.55) is one, so there must exist matrix 

functions D (c) such that --pq 

U~ = (D<eq))-1Dqr (~) (4.32) 

for c = 0, 1, 2. 
We find that 

D~) = ~(c)(.[(c)_f(c)~l/2pq x- p --q ! (4.33) 
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where if p s ~ , ,  q s ~ + ~ ,  then for i =  - 2 ,  - 1 ,  0, 1 we can choose 

(1 xjzpzqxjz z  t 
Dpq = C 2 1  C 3 1  ZpZqtq - tpZq 1 - l - tq C 2 C 3 

- Z p Z q  - X Z p  q- X/tq 1 

1 X/Zq 
Dpq~(1) = C11 - z p - t q  1 

\ --Zp tp(Zq + Wq) -- 1 -- 2XZpZq 

X/WpZq ) 

(WpWq) --I .31_ x/2 
1 +tp 

1 X/tp Zq 
-(2) 1/2 + X/ZpZq Dpq = C 31 - Zp 

- tpZq 1 

x/z  \ 
(1 "1- W q )/2W q / C 2 

- tp tq - x / 2  / 

l --X/ZpZq 
~(o) - 1  1 (D pq ) = C 2 1 C 3 1  ZpZq 

\ Z p  Zq XZp -- X/tq 

- x ( 1  + tp + tq)/ZpZq~ 

t P l t q  I C2C3 

1 

(15~q)1 - ~  = z,~ 

Zp Wq 

- x/zq 

(1 + tp)/2 

(1 + 2xZpZq)/2 

- x/2Zp Wq \ 
-(2WpWq)-l-x/4)C1 

i/2 

(ff)(2)•-1 
( 1 

--pq , = C ~  1 gp tq 

\ Zp 

--X(1 + tq)/Zq 

tptq + x/2 

1 

--X(1 -'[- Wp)/2ZpZqWq~ 

(1 + Wq)/2Wq / C 3 

- - X / Z p Z q -  1/2 / 

where 

(4.34) 

(4.35) 

C1 = diag(1, x/2, x/2), C2 = diag(1, x t/2, 1) 

C3 = diag(1, 1, x m)  
(4.36) 

then 

Symmetr ies .  If we define 

t-20 = diag(1, x z, x2), f21 = diag(x m, x 3/2, x z) 

02 = diag(x m, x 2, x 3/2) 
(4.37) 

j ( c )  _ o ~ r ( - c ) ~  r(c) _ (2 _zy(c)-i (4.38) Rp -- ~ c ~ p ~ '  ~" Sp -- -- c - p 

The matrix D (c) can be regarded as the block c of a nine-by-nine block- --pq 
diagonal matrix Dpq that satisfies the rotation, reflection, and half-rotation 
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symmetries (2.38), (2.66), and (2.86). Here the superscript c = 0 ,  1, 2 and is 
to be interpreted modulo 3, so the corresponding values of - c  are 0, 2, 1. 
The full nine-by-line matrices M and Y are block diagonal, while _~r has 
the same structure as in (4.23), but with the elements therein replaced by 
3 by 3 blocks (in block row c) as Me, Yc, and _~r it follows that 

• ) ( c ) T v  ~ ( c )  - -  2 
pq - -c~  sq, Sp -- g'2 c 

Rp, R q  

(4.39) 

from which we can deduce that 

(/•(•)-•)r ~ - I  -(-~) -1 
- -  p q  , -- Y ~ M  c D  Rsq, RSp~rJQ c (4.40) 

By solving (4.32) for Opq, w e  have verified that these symmetry 
relations are indeed satisfied at leading order, with 

(i o o) 3~r 0 = 0 x 2 (4.41) 
X 2 2x 2 

MI = 3~r2 = diag(x m, x / 2 x  3/~, x2/x/2) 

Y c = M ~ = M ~ M _ c  (4.42) 

In particular, the R S  symmetry (4.40) can be verified directly from the 
given results (4.34) and (4.35), while (4.39) can be used to obta in /3  (c) for - - p q  

the case when P S N i ,  q ~ N i + l ,  and i = 1 , 2 , 3 , 4 .  The results obtained 
match with (4.34) when i =  1, except for the element (3, 1) of/3~lq):\this is 
because this element is then small, and can only be obtained correctly to 
leading order by first calculating other elements to higher order. Similarly, 

~(2) is not given correctly when i =  - 2  or 4. the elements (3, 1) of Opq 
We have started the procedure described at (2.20) for going from one 

truncation (in this case three by three) to a larger one. Because of (2.38) 
and (4.32), the eigenvalues of U1---U6 are those of M, and we have 
obtained nine of these, arranged in decreasing order, as 

1, x, x, 2x 3, 2x 3, (x/2 + 1)2x 4, x4/2,  x4/2, (.,/2 -- 1)2x ' (4.43) 

Note that the first three eigenvalues are the same as those given in 
Eq. (4.24). The other six should be checked by going to higher truncations 
and observing that they do not change. In fact they do not, but as a 
general rule this procedure can only be trusted to give correctly the eigen- 
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values of current and next smallest order, so in this case we should 
consider only the first five eigenvalues 1, x, x, 2x 3, 2x 3. 

The factor 2 in the last two of these is significant: it comes from the 
fact that the matrices i U~,..., U 6 are not near-diagonal, in the sense that the 
eigenvalues of their product are the products of their diagonal elements (as 
is the case for the Ising model, and most of the previously solved models). 
If they were, then to leading order, 3r would be diag(x m, x 312, x2), and 

~(~) would be constant (and hence could be the diagonal elements of Dpq 
chosen to be one). 

To diagonalize Ull ..- U~ to leading order, one must perform a full 
two-by-two diagonalization on the four lower right elements. This is the 
reason for the failure of the "wrong conjecture" of ref. 38. If it were true, 
then the full infinite matrices would be direct products of the 3 by 3 
matrices in (4.18)and (4.24): 

Bpq = ( jpjq)l/2 (~ (jpjq)3/2 (~ ( jpjq)5/2 @ ... 

(i o!)(i o o o)(i oo) M =  x | x 3 | x 5 0 |  (4.44) 

0 0 x 3 0 x 5 

This is not so, but what does appear to be true is that these formulas 
correctly give the order of the diagonal elements of Bpq and of the eigen- 
values of M. For instance, (4.44) would give the largest nine eigenvalues 
of M to be 1, x, x, x 3, x 3, x 4, x 4, x 4, x 4, which agree in their order with 
(4.43). Further, the next-largest eigenvalues are correctly given as being of 
order x 5. 

As with previous CTM calculations (46"44'47'39'4~ it seems that if the 
largest eigenvalue neglected in a truncation is of order x", then solving the 
truncated equations (2.3)--(2.12) gives x and (s(a))  correctly to order 
x " -  ~. Thus in this case the 3 by 3 truncation should be accurate to order 
x 2, the 5 by 5 to order x 3, and the 9 by 9 to order x 4. 

4.2. The Five-by-Five Truncation 

The matrices Mo, Ma, M2 are the same as the matrices ~/o, ~r ~/2 
of (2.55)-(2.62). We can go to the next truncation in the way described 
after (2.62), selecting the largest five eigenvalues 1, x, x, 2x 3, 2x 3 of j//0, 
~/~, d/{ 2. Let us extend the definition (4.16) to a five-by-five diagonal 
matrix: 

Jp = diag(1, ~p, tip, 2-1/2~p, tip) (4.45) 
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and define 

Hpr= jpl ~-IprJr 
(4.46) 

Then if p~N~ and r ~ i + 2 ,  for i =  --4, --3, - 2 ,  - 1  we find 

i 1 I x(l+XWo)lz o 2xlz o ) 
1 1 - x/z r - 2X3Wp - xltog r 

Co~= 1 1 1 -x /w , -x /2z ,  w o -x(1 + t,)lz~ 
k z~ + t~ - Zp - w o - XZp w j2 1 1/t o + xz~ 
\ z~ - w T a - z j J 2  -(zo+Wp)/2 .tj2+l/2zp 1 

(4.47) 

I 1 x/z, x/z r 2x2(1 + xwp)/zpz, 2x2/zpz, k 

zp 1 tp/w, --2x/z~ -2x3zJw,-x/z,w~ I 
| 

Hp,= zp xw/t ,  1 --x:(2wp+t71)/z, --x(l+t,)/z, I 

tzAz,+t,)12 -zj2 -xzptd4--zpl2w, 1 xt;,12:ll2wr ) 
\ z.z, -xw~(z71 + zj2) - (zp + wp)f2 xW. + xltp t, 

(4.48) 

while for i = -1 ,  0, 1, 2 

6 =  

! I 1 x/z o x(l+to)/z o \ 
1 1 --x(1 +Wr)/2Z, --X/tr--X2/2z, t o I  

1 1 -- xt o -- X/2WoZ ~ -- X/Z, I 
2Zr --Zp--t  o --ZoWr--2x2/tr 1 Wr+X/s ] 

\ Zr + XW~ -- t o -- Zp tr/2 -- Z o 1/2Wp + Z J2 1 /  

(4.49) 

, = 

t x/z, x/z, 2x2/zpz, x2(l + tt,)tzpz, k 
% 

it, 1 t p/ W , - x ( l  + W r )/Zr -- X t p/ Z , -- xZ/2Z r Wr ) zp xwp/tr 1 + 2xZzp/t, -- xZ/zr t r -- x/zr 

zpz, -(zp + tp)/2 -x2tnz,-zptp/2 1 tp/2 + x/2wpw, 

zpz.+xzpw, - x z p ( w J 2 + l / t , )  --zp x/tr+xwpw~ 1 

(4.50) 

We can verify that these matrices factorize as in (2.47), (2.49). In fact, 
for each element (i, j )  of Gp, or Hp, we have calculated the first n 0 terms 
in an expansion in increasing powers of x a/3, where 
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{n/j}= 4 4 1 

1 1 1 

1 1 1 

(4.51) 

(The five-by-five truncation is accurate to at least two more terms than 
this.) For p ~ _ > . . . , N ~ ,  we find that to this accuracy we can take the 
matrix Xp in (2.47), (2.49) to be 

Xp x )TpJp,/V" (4.52) 

/1 --X W4X 2 0 0 0 0 \ 

Q 0 x(1 - 2 x )  0 0 0 

A/ = 0 0 x(1 - 5x/2) 0 0 } (4.53) 

0 0 0 2x 2 0 

0 0 0 0 X 2 /  

where 

and, temporarily writing 
elements of )7 as follows: 

Zp and .~p simply as z and )7, we obtain the 

223  ~ m 

731  
( 3 x  2 - x)z 

J~ll  = l ,  .'~'12 = Z - 1  -x/(1 +z) 

1 x z x 2 x(1 + 2z) 2x 
$'13=-'+ z 2 214= 2 1 5 = ~  z l + x z '  z2(1 +z)  ' 

- -  X x(1 2 x ) z ( 2 + z ) + x Z ( - l + z + 3 z 3 + 2 z  3) )7= l + z ( l + z )  
l + z  ( l + z )  3 ' = 

1 x(2 + 3z + 2z z) 1 1 
X2Z' *'Y24 = - -  - - '  ~'~"25 ~-~" 

l + z  ( l + z )  3 z z(1 +z)  

( x 
l + x z  l + z '  )732=(1+2x) - x q z + x ] (4.54) 

)733 = 1, )734=x- -x / (2 z2 ) ,  )735= --z - I -  1/(1 +z)  

)741 = -x2z2(3 + z)/(1 + z), )742 = xz (2  + z)/(1 + z) 

)743 =XZ/(1 "~ Z),  2 4 4  = 1, ~'45 ,-.~-~ 1/(1 §  

251 = -2'/2x2~ 2, 252=21/2x~(1-z ~) 
)753 =-- 2 ' /2XZ, )754 = X(1 - -  Z2)/(21/22), )755 = 21/2 

822/70/3-4-5 
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[The elements 214, J~ls are not completely determined even to  leading 
order at this stage of accuracy of the calculation: the above forms for them 
are consistent with those calculations that we have made. In particular, 
they satisfy the periodicity relations (2.86).] 

To the appropriate orders of accuracy, the rotation symmetries (2.41), 
(2.48), and (2.86) (with F replaced by G or H) and the reflection sym- 
metries (2.67)--(2.69) are satisfied, with F =  1, 

( 0  0 0 
x - 2x 2 x - x 2 0 

L =  0 x - x  2 - - x  2 0 (4.55) 

0 0 x z 21/2xZ 

0 0 2 rex  z 

1 0 0 0 

0 0 X1/2(1 -- X/2) 0 

~ = 0 Xl/2(1--  X/2 ) 0 0 

0 0 0 0 

0 0 0 21/2X3/2 

Y= M =  21~2= diag(1, x -  x 2, x -  x z, 2x 3, 2x 3 ) (4.57) 

0) 
0 (4.56) 

21/203/2 

Together with (4.54), these symmetries can be used to obtain Xp for p in 
any domain N,.. 

If PSNi  and r s N i §  then for i =  - 1  or 0, the scalar function ~/pr, to 
order up to but not including x 3, is given by 

\ 
x ( 3 z + 2 ) z "  x 2 ( 2 z + 1 )  x z  '2 

r/pr= 1 z(1 + z )  z(1 + z )  + 1 +-----~ 

+ X3(32 + 2 ) +  x 3 X4(1 + Z + Z  2) 

z' z(1 + z ) z '  z z  '2 

x2zZz ' x2(1 + 11z+ 1 6 z 2 - 2 x 3 ) z "  x z  '3 

+ (1 + z) - - - - ' ~  + z2(1 + z) z(1 + z') 
1- X2Z ,2 + 2x3z 

(4.58) 

where here we have written zp and zr simply as z and z'. The symmetries 
(2.51) and (2.70) can be used to extend this result to all values of i. The 
constant ~=qpp in (2.52), (2.77), and (2.78) is 

= 1 - 2x + 9x  2 + . . .  (4.59) 
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4.3. The 17-by-17 Truncation 

W e  have  numerica l ly  developed series expans ion  solut ions of  the 
or ig inal  equa t ions  (2.24)-(2.26).  We w o r k e d  in a represen ta t ion  in which 
A1 ..... A 6 are  diagonal .  Fo l lowing  (2.39), we define M as the d iagona l  
mat r ix  s imi la r  to A1 " " A 6  (to within an  overal l  sca lar  factor),  so now 

M = A I  . . .A6.  
O u r  a im  was to o b t a i n  M :  since this depends  only on the nome x, and  

not  on  the  rapidit ies ,  it  was sufficient to  assign numer ica l  values to zpzq, zr 
and  to e x p a n d  the matr ices  in powers  of  x ~/3, with numer ica l  coefficients. 
We  p e r f o r m e d  this ca lcu la t ion  in F o r t r a n .  We re ta ined  the largest  17 
d i agona l  elements,  and  accord ingly  t runca t ed  all the matr ices  to size 17 
by  17. To  leading  o rde r  the d iagonal  e lements  of  M (normal ized  so tha t  

M ,  1 = 1 ) a re  

1, X, X, 2X 3, 2X 3, (21/2+ 1)2X 4, X4/2, X4/2, ( 2 2 / 2 -  1)2X 4, 3x s, 3x s, 

(31/2 + 1 )2x6, 4x6/3, 4x6/3, (32/2 _ 1 )2x6,  9x7/2, 9x7/2 (4.60) 

and  the nex t  largest e lements  are of o r d e r  x s. [The  co r re spond ing  values 
of  the end sp in  E(2) a re  0, 1, 2, 1, 2, 0, 1, 2, 0, 1, 2, 0, i ,  2, 0, 1, 2.] This  
t r unca t i on  was therefore sufficient to ob t a in  each element,  and  K and  
(~o+a) ,  to o rde r  x 23/3. W e  found 

M11 = 1 

M22 = M33 = x -  x 2 + 5x 3 - 21x 4 + 97x 5 - 479x 6 + 2449x 7 + . . -  

/14"44 + M77 = 2x  3 _ 6x 4 -4- 34x 5 _ 176x 6 + 941x 7 + . . .  

M44M77 = x 7 - 4x 8 + 34x 9 - 260x 1~ + -- .  

M55 = M44, Mss  = M77 

M66 -4-11,/99 ----- 6x  4 _ 34x 5 + 201x 6 - 1184x 7 + . . .  

M66M99 = x s _ 6x 9 + 77x w - 990x 11 + . . -  

Mlo, lo + M13,13 + M16,16= 3 x S -  lOx6 + 53x7-F "" (4.61) 

Mlo, 1oM13,13 + M13,13M16,16 + M16,16Mlo, lo ---- 4x 11 _ 24x 121 + . . .  

MlO, loM13,13M16,16 = 18x 18 + .- .  

M u ,  I1 = MlO, IO, M14,14 = M13,13, M17,17 = M16,16 

M12,12 + M15,15 = 8x6 - 28X7 + "'" 

Ml:,12M15,15 = 4x 12 --  40x 13 + "'" 
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The individual  elements can be ob ta ined  to the avai lable accuracy  f rom 
these results, bu t  the coefficients in their expansions  are not  all integers, or  
even rational.  This suggests that  it m a y  not  in fact be appropr i a t e  to 
completely diagonalize M :  perhaps  one should merely  put  it into some 
block-diagonal  form. 

Unl ike  the models  with the difference proper ty ,  we see that  the 
eigenvalues of  M are not  simple powers  of  x, or even of M22. 

Let  0 9 = e  2"i/3 and take the funct ion s(a)  in (2.13) to be co ~ Then  S is 
the d iagonal  mat r ix  with elements 1, 09, co 2, co, o9 2, 1, 09, o9 2, 1, e), o9 2, 1, 
(.D, (/)2, 1, e), 092, so 

(4.62) 

where ~ is the sum of the eigenvalues of  M for which E(2)  = a, Hence  

~o = M11 + M66 + M99 q- M12,12 --b M15,15 

= 1 + 6x 4 -  34x 5 + 2 0 9 x  6 -  1212x 7 +  . . .  

ffl = M22 + M44 q- M77 '[- M10,1o --b M13,13 -4- M16,16 

= x - x 2 + 7x 3 - 27x 4 -b 134x 5 - 665x 6 + 3443x 7 q- .-- 

(4.63) 

~z = ~1 and  

(09~} = 1 - 3x + 9x 2 -  45x 3 + 231x 4 - 1224x 5 + 6669x 6 -  36978x 7 + .-- 

(4.64) 

To  this o rder  this agrees with the conjecture  (1.20) of  Albert ini  et  aL(15~: 

( O) a )  = k 2/9 (4.65) 

which had previously  been made  and verified to order  x 6 by H o w e s  et aL (2) 
(see also ref. 42). Like the eight-vertex model ,  the mode l  is " Z  
invariant,  ''(48"6~ so a one-site average  such as (09~) is the same for the 
square, hnoneycomb,  and t r iangular  lattices. Thus  we have  verified this 
conjecture to  one more  order.  

Obv ious ly  there is much  more  to  be done. F o r  all previous  models  the 
eigenvalues of  M (i.e., of A 1 - - - A r )  have  been ob ta ined  exactly. Can  this 
be done  for  the chiral Po t t s  model?  Less ambit iously ,  can ~0, ~1, ~2 be 
evaluated and  the elegant conjecture (4.65) p roved?  Using  (2.68) and  
(2.51), t ak ing  F =  1, and replacing p and  r by R - I r  and  p, we can write 
Eq. (2.53) as 

T rlr, Rp(XRsrXp)~u - Wpr(a - b ) ( X r s p X r ) ~ u  (4.66) 
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where a=E(2) ,  b=  E(#). Note that ZRsp= 1/zp, WRsp= 1/tp, tRsp= 1/wp, 
~l~Sp = x-1/2/~p, and ~Rs; = x -  m/~p. 

Together with the symmetry properties (2.48), (2.68), and (2.86), this 
equation defines Xp to within the transformation Xp ~ KXpD -1 discussed 
after (2.87). However, even just the periodicity relation (2.86) (together 
with some insight into the analyticity properties of Xp) must impose severe 
restrictions on the form of Xp. [For the Ising model, each element of Xp 
is Laurent expandable in powers of exp(rcp/2K') for all p: together with 
(2.86) or (2.48), just this simple observation implies that the eigenvalues of 
M are integer powers of x m. The integers can then be obtained from 
low-temperature expansions, giving the diagonalized form of M.] 
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